a2 United States Patent

Gruber et al.

US006439469B1

US 6,439,469 B1
Aug. 27, 2002

10y Patent No.:
45) Date of Patent:

(54) PREDICTIVE APPARATUS FOR

REGULATING OR CONTROLLING SUPPLY

VALUES

(75) Inventors: Peter Gruber, Zwillikon; Jiirg Todtli,
Ziirich, both of (CH)

(73)

Assignee: Siemens Building Technologies AG

(CH)

(*) Notice:

Subject to any disclaimer, the term of this
patent is extended or adjusted under 35
U.S.C. 154(b) by O days.

(1)
(22)
(30)

Aug. 2, 1999

(51) Int.Cl7
(52) US.CL ...

Appl. No.:
Filed:

09/617,200
Jul. 17, 2000
Foreign Application Priority Data

(EP) 99115219

GO1M 17/00; GO6F 19/00
237/8 R; 236/78 D; 700/31;
700/36

237/8 R; 236/78 D;
700/31, 36, 276, 278

(58) Field of Search

FOREIGN PATENT DOCUMENTS

EP 0462 815 A2 12/1991 ........... G05B/13/04
EP 0 584 852 Al 3/1994 ... G05D/23/19
EP 0915 301 A2 5/1999 .. F24F/11/00
WO WO 94/27202 11/1994

OTHER PUBLICATIONS

“Control Reconfiguration with Acutator Rate Saturation,”
M. Pachter et al., Proceedings of the 1995 American Control
Conference, Bd. 5, 21, Jun. 1995, pp. 3495-3499.
“Neurobat, Predictive Neuro—fuzzy Building Control Sys-
tem,” Mario El-Khoury et al., Swiss Federal Office of
Energy, May 1998.

* cited by examiner

Primary Examiner—William Wayner
(74) Artorney, Agent, or Firm—Proskauer Rose LLP

(57) ABSTRACT

A predictive apparatus for controlling or regulating supply
values (T__VRL) includes a first data store in which rules,
based on a linear consumer model, for calculating process
values are stored, a second data store in which rules for
restrictions or limit values to be observed for process values
and for values derived from process values are stored, and
further also means for repeatable optimizing of the energy
consumption or of the energy costs with the aid of linear or
quadratic programming. The apparatus is configured such
that the optimizing can be carried out over a sliding time
horizon.

20 Claims, 8 Drawing Sheets

(56) References Cited
U.S. PATENT DOCUMENTS
5,115,967 A 5/1992 Wedekind ................. 236/46 R
6,064,916 A * 5/2000 Yoon .......ccceeeueerenn. 700/31 X
6,138,048 A * 10/2000 Hayner 700/31
6,264,111 B1 * 7/2001 Nicolson et al. .............. 236/51
1
: {
[
§ 1
t 1
T_ext
OCCUPANCY T_VAL s T_VRL
T.int

]
/
4
4
T.VAL T_int
Yd_n -
T.AL

-




US 6,439,469 Bl

Sheet 1 of 8

Aug. 27, 2002

U.S. Patent

L

_— O

L]

U7pA
AL

il

THA | frat———ert

]

T~

"

P 914

L

JUT | (et
THA L AINVANJ)0) pep
1%37 | fem
|
} L.E._.r..#
L 9
R
C



U.S. Patent Aug. 27, 2002 Sheet 2 of 8 US 6,439,469 B1

FIG. 2 1

“r,—-
10 14
{ {

T_ext WEATHER FORECAST | T-ext_pred
1 MODULE 0

11 T_int_pred
{

TIME ROOM OCCUPANCY | occupancy_pred |
FORECAST MODULE

i
(

MONITOR

|

OPTIMIZING T_VAL

MODULE

|

T.int

§
il

T_VRL _pred

—

13
{

o] ADAPTIVE MODULE
—- (RLS-BGF)




U.S. Patent Aug. 27, 2002 Sheet 3 of 8 US 6,439,469 B1

FIG. 3A S b,

31
FIG. 3B P s i
THY THY THV
2
THY THY
(‘ !\
33 N 3 1
3
3
FIG. 3C S S5,
7 b 4 X p 4
347
2 2 3
2 P 2
35~
\ % X X




US 6,439,469 B1

Sheet 4 of 8

Aug. 27, 2002

U.S. Patent

ININNI938 ADNVNID00 193443 NOTLVZI1340810 0L 30

NO INIHOLIMS 31V1 INJA3Hd Q1

(N3 AINYdNJI0

7 (1) 0 0 0 0000000000000000FFFT T 3NGN0 AN
NOZTHOH
Nl WL 0 03 L INSY
4] _ _ _ _ _ _ __________________
_ _ _ | | _ rrTrrrrrrrrree e
TSP U T qU e e EBL9CEEZTO
ﬂ
y "914




US 6,439,469 Bl

Sheet 5 of 8

Aug. 27, 2002

U.S. Patent

[ ] | ]
WL WL
covefposcane O R, o
caedl o dum— e v s 000 eesedummmponnnssanea ﬁ
paJd™IyA"L paJd-£auednaao
] )
L M ML
B L i .
LHO3H03, - AN IR
EN U] paJdTixaT|
NOZIHOH ' NOZIHOH ‘
WIL EMil
N
§ '9Id




U.S. Patent Aug. 27, 2002 Sheet 6 of 8 US 6,439,469 B1

FIG. 6
)
0 | l
F | I |
| T18eAL Ty
| S L —T—"1 FH——
Py 61 b1 A
49 4?
CIBgRL Cay
g g
FIG. 8
7+
VAL -l py
+
Pz + P +
= — TNt
R :
1 ] P7

(¢ —————t G, (2)
F QF

22"’1Z'F’2




US 6,439,469 Bl

Sheet 7 of 8

Aug. 27, 2002

U.S. Patent

dilS
Sd31S 396V NOILISNVHL Sd3LS TIVWS
r A J}W A ™
NOZTHOH
Il JWI1 40 QN3 IN3534d
AL I | I R NN AR ANEE AR NN EERE
_ _ ! I _ _ 1 rrrrrrrertrvrrod
Yo mﬁwc .w+.“c ﬁc ................... mmx m*mm.ﬁo
/ "9Id



U.S. Patent Aug. 27, 2002 Sheet 8 of 8 US 6,439,469 B1

FIG. 3




US 6,439,469 B1

1

PREDICTIVE APPARATUS FOR
REGULATING OR CONTROLLING SUPPLY
VALUES

BACKGROUND OF THE INVENTION

1. Field of the Invention

The invention relates to a predictive apparatus for regu-
lating or controlling supply values, such as indoor climate
control values or process values of an energy generator or
energy distribution system.

Such apparatuses are suitable, for example, for heating/
cooling buildings, wherein by means of the apparatus heat
energy or cooling energy can be saved. Further, such appa-
ratuses are also suitable for operating an energy storage
system such as, for example, a cold store.

2. Description of the Prior Art

An apparatus of this kind is known from EP 462 &15, in
which a tuner is used to establish a variable time horizon and
a sampling rate.

In WO 94/27202, it is suggested that to minimise costs,
clectrical heating is switched according to tariff and weather
forecast data received.

It is also known to model in a predictive controller a
building or respectively a room with a neuronal network
(Mario El-Khoury et al: NEUROBAT, Predictive Neuro-
fuzzy Building Control System. May 1998).

With known predictive control apparatuses, there is the
disadvantage that in general, with reasonable computing
complexity, only relatively short time horizons, for example
of 6 hours, can be calculated, which is here considered as
insufficient.

SUMMARY OF THE INVENTION

The object of the invention is to propose a predictive
apparatus with which necessary values can be reliably
calculated over a substantially longer time horizon—that is
to say one or more days- using inexpensive means.

If the supply values are indoor climate control values, a
room or building model is used. By using a room or building
model, basically a simpler structure is produced for the
regulating and control apparatus, as by means of said model
both the regulating method based on a heat curve and the
optimum start and stop time control method, known as
OSSC, and in addition the switch for heat limits, can be
used.

Further, energy saving by minimising a cost function can
be obtained wherein the cost function advantageously
includes comfort and energy terms.

The invention provides predictive apparatus for control-
ling or regulating supply values, wherein the apparatus is
provided with:

a first data store, in which rules, based on a linear
consumer model, for calculating process values are
stored,

a second data store, in which the rules for restrictions or
limit values to be observed for process values and
values derived from process values are stored, and

means for repeatable optimising of the energy consump-
tion or of the energy costs with the aid of linear or
quadratic programming, wherein the means is config-
ured such that the optimising can be carried out over a
sliding time horizon.

Advantageous configurations are set forth in the depen-

dent claims.
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2
BRIEF DESCRIPTION OF THE DRAWINGS

Hereinafter, preferred embodiments of the invention will
be described in more detail with reference to the drawings.
The examples described relate to the control or respectively
the regulation of indoor climate control values. It is obvious
that the examples are, however, transferable with little
difficulty to apparatuses for controlling or regulating other
supply values. In general, that is to say when controlling or
regulating supply values, with an apparatus according to the
invention, a consumer model is used instead of a room or
building model.

There is shown, in:

FIG. 1 the principal structure of a generally predictive
apparatus for regulating and controlling indoor climate
control values,

FIG. 2 essential function modules of the predictive
apparatus,

FIG. 3 a selection of types of buildings in which the
predictive apparatus is useable,

FIG. 4 a structure of the time horizon of the predictive
apparatus,

FIG. 5 exemplary diagrams of the optimising functions of
the predictive apparatus,

FIG. 6 a room model which can be used in the predictive
apparatus,

FIG. 7 a detail of the structure of the time horizon of the
predictive apparatus,

FIG. 8 transmission equations of the predictive apparatus,
and

FIG. 9 the principal structure of a function module of the
predictive apparatus designated as a monitor.

In FIG. 1, an arrangement with a generally predictive
apparatus for regulating and controlling indoor climate
control values is divided into three function modules joined
one to another, wherein a predictive controller is designated
1, a flow temperature control 2, and a room/building 3.

Disturbance inputs 4 affecting the indoor climate control
are, for example, the outside temperature, the incoming solar
radiation, the wind, and extraneous heat. Controlling inputs
affecting the indoor climate control values are, in this case,
the flow temperature T VRL, with a normalized volume
through-flow Vd_ n belonging to it, of which, in the case
illustrated, only the measured outside temperature T ext
and the flow temperature T-VRL regulated by the controller
1 itself are available to the controller 1.

Inputs to the flow temperature control 2 are the flow
temperature reference value T VRL calculated by the pre-
dictive controller 1, and the temperature return flow T__RL.

The task of the predictive controller 1 is now to control
the control values—here, the flow temperature over a pre-
determined time horizon, such that the inside temperature
T__int in the room/building 3 satisfies the specifications of
the user. For this, the controller 1 naturally requires a
room/building model, here, for example, a 2 order linear
model, and the arrangement and the forecast profile of
weather values—here, for example, only the outside tem-
perature T__ext and the occupancy of the room or of the
building. From the output sequence of temperatures flows, in
each step only the first value T VRL is used and relayed to
the flow temperature control 2, which additionally takes
over the function of switching a pump on and off.

In a variation of the predictive apparatus, the regulated or
controlled supply value—in this case the inside temperature
T __int—is measured and supplied to the predictive control-
ler 1.
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The user can influence the behaviour of the predictive
controller 1 by means of user adjustments 5.

The predictive controller 1 can be separated into different,
casily separated function units, which are, for example,
shown in FIG. 2, in which a weather forecast module is
designated 10, a room occupancy forecast module 11, a
monitor 12, an adaptive module 13, and an optimising
module 14.

Only the outside temperature is forecast in this case as the
weather forecast, however, the procedure is analogous for
several values to be forecast. The output of the weather
forecast module 10 is a profile T__ext pred of the outside
temperature for the length of the time horizon. With the
weather forecast, it is important that it can be examined with
respect to its functioning capability independently of the
other components of the controller 1 and consequently can
be treated separately.

The room occupancy is calculated in advance using the
current time, the start and stop times for which can be input
by the user for each day of the week.

In the case of room temperature measurement, two func-
tions are involved: the monitor 12 and the parameter adap-
tation in the adaptive module 13. Without room temperature
measurement, these cease to apply, and the forecast inside
temperature T int_pred is used as the inside temperature
for the next cycle of calculation, which is shown in FIG. 2
by a strip shown in broken lines on the optimising module
14.

The monitor 12 is used in this case for filtering the inside
temperature—and not for estimating an unknown value—in
order to diminish rapid changes in the signal. In spite of the
use of the monitor 12 as a filter, the phase of the estimated
inside temperature by virtue of the 2nd order room model
used in the monitor compared to classic filters is not too
greatly displaced. The parameters of the room model can be
estimated using the adaptive module 13, and—after the
parameter estimates have stabilised—also used for optimis-
ing.

All the disturbance values which affect the room 3 (FIG.
1), in the present case the room occupancy and the outside
temperature, must be calculated in advance for every point
in time of optimising over the time horizon as profiles. For
this, the horizon is divided into n sampling steps. As is
shown in FIG. 4, the horizon can be divided into nl short and
n-nl-1 long sampling steps. The sampling time of the
controller, and thereby also the time after which the opti-
mising is repeated, is T__sim. The sampling time of the short
steps at the beginning of the time horizon are in this case, for
example, selected as being equal to T-sim, and the sampling
time Ts of the long steps as Ts=4*T__sim.

The weather forecast module 10 delivers for the n points
in time the values calculated in advance as a result of a
model. The room occupancy forecast module 11 correspond-
ingly delivers the room occupancy calculated in advance in
the form of a 0 (not occupied) -1 (occupied) sequence (FIG.
4). For this, the module requires the current time, the profile
of the week, and the sampling times T sim and Ts.

The numbers above the time axis in FIG. 4 are those
values which assume the flow variable i during an optimis-
ing cycle. For every time point required, it is detected
whether the room is occupied or not occupied. A possible
occupancy profile is given in the lowest part of FIG. 4.

As the time steps according to nl are four times larger
than the previous ones, at the time points greater than equal
to nl, it is advantageously tested as to whether the next time
point lies within an occupancy period. When this is the case,
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the occupancy variable of this time point is also set to 1. This
is done to ensure timely heating up in the morning or after
a weekend. On the nth time, the n+1-th time is accessed.

In FIG. 5, a first diagram shows the T _ext_ pred profile
of the forecast outside temperature, a second diagram shows
the occupancy-pred profile of the room occupancy calcu-
lated in advance, a third diagram shows the T int_pred
profile of the forecast inside temperature, and a fourth
diagram the T__VRL_pred profile of the forecast flow
temperature, in each case over the time horizon.

The task of the optimising module 14 is to forecast from
the forecast outside temperature T ext pred, the room
occupancy calculated in advance occupancy_ pred, the fil-
tered inside temperature T int obs, the current inside
temperature T int measured or calculated from the model,
and from the room model of the controller including the
parameters belonging to it, the inside temperature develop-
ment T_int pred and flow temperature development over
the time horizon. The flow temperature profile to be
calculated, advantageously composed of T _VRL and
T__VRL-pred, has to be determined such that a cost function
is optimised, and at the same time additional physically-
based conditions are taken into account, so that a compro-
mise between energy and cost optimisation is obtained. The
conditions relate to the flow and inside temperatures calcu-
lated in advance. The first value of the output profile
T VRL is then set.

Optimising is solved with the aid of linear or respectively
quadratic programming.

Linear programming minimises the linear expression f'x
on condition that Ax<=b, wherein the conditions include
both equality conditions and inequality conditions for the
flow temperatures, flow temperature changes and room
temperatures.

Quadratic optimising minimises the quadratic expression
x Hx+f%x. The equality conditions remain the same as for
linear programming, namely, the n-times use of the differ-
ential equation with which the inside temperature is calcu-
lated in advance. The inequality conditions can also be
partly taken over.

In this way optimising for a cycle can be started. The
calculated room and flow temperatures are composed as
follows: forecast inside temperatures for the n future time
points, optimum current flow temperature to be set, optimum
flow temperature to be set for the n—1 future time points.
Optimisation applies naturally only if the room model used
in the controller 1 agrees with the actual distance, and where
the forecast disturbance values occur.

In addition to a hoped for saving in heat energy, a goal of
the predictive controller 1 is also the uniting of three
functions of heating of buildings which were until now
treated separately: The controller should replace the outside
temperature-guided flow temperature control (heat curve),
the optimum start and stop time control (OSSC), and the
heat limit switch as a single function.

As control distances and respectively the types of build-
ings vary greatly, the following three basic instances, each
with and without inside temperature sensors—will be exam-
ined individually (FIG. 3).

The first basic case (FIG. 3a) relates to a detached house
regarded as a room, as an example with underfloor heating,
with and without taking into account the incoming solar
radiation. The detached house has a south-facing wall S and
a north-facing wall N which have an external temperature
sensor for measuring the outside temperature T, and a
sensor for the incoming solar radiation Gy,
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The second basic case (FIG. 3b) relates to several rooms
with a reference room 20 without incoming sun. Apart from
the reference room 20, the rooms are controlled by thermo-
static valves THV. An external temperature sensor for the
outside temperature T, is arranged on the north elevation N.

The third basic case (FIG. 3c¢) lastly relates to a building
which has two heating circuits, wherein a first heating circuit
supplies rooms 21, 22 and 23 of the south elevation S, and
a second heating circuit supplies rooms 24, 25 and 26 of the
north elevation N. The north elevation has an external
temperature sensor for the outside temperature T,.

Room Model

The predictive controller 1 with the monitor 12 and the
adaptive module 13 advantageously use a 2"¢ order room
model for optimising. The physical representation of the
room model is shown in FIG. 6, wherein T, 5, indicates
the temperature of the inside components and the atmo-
spheric air, and T, ;, the temperature of the external wall and
T, the outside temperature.

Two heat stores with associated heat capacities Cyzgp,
and C, - are the components including the atmospheric air,
and the external wall. The heating capacity P,, and the
extraneous heat Q. directly affect the first store. By means
of the two expanded heat conduction values G, of the
external wall, an indirect heat transfer can take place via the
intermediate store with capacity C,yy, and by means of the
expanded heat conduction value G, of the window, a direct
heat transfer can take place between the inside and the
outside. By means of the two energy balances for the two
heat stores (1°° law of thermodynamics) the differential
equation system can be determined. With a model for
stationary operation, the heating power P,; can be expressed
with the flow temperature and the room temperature.

Py = (T_VRL - Tigepr )kF f(v)
1 me
fv) = v(l —eV), V=g
In this case, F is the heater surface, k is the heat through-
flow coefficient, m is the mass flow and e is the specific heat
capacity of the energy carrier, and it is valid to assume that
the heating power output in the room follows in a linear
manner the temperature differential of the flow temperature
T__VRL minus the temperature of the internal components
and the atmospheric air T,y . In this way a continuous
structural room model is produced

dx/dt=Ax+Bu

y=Cx
with the two store temperatures T,zoz, and T,y as
structures, T;zeg, as output and the three inputs, flow
temperature Ty, , outside temperature T, ;- and extraneous
heat Q. The store temperature T,z 5, can correspond with
the inside temperature T int.

Gp+ Gp +kFf(v) Gip
Tipsre _ CiparL Cip&rr [ TiparL } N
Taw Gip 26 |l Taw
Caw Caw

6

-continued
kFfv) Gp TorL
Ciparr  Cipare  CiparL T
A
Gip
5 0 0
Cow OF
B

This continuous structural room model is then analytically
discretized by using inverse Laplace transformation,
wherein the following discrete representation results:

10

Xy =F+ G,

n=Cxy

o~

15

o)

G (811 g2 813 )
2

N 821 8§22 §23

20 With the variables u=u(1), w=u(2), and q=u(3), and the

distribution of G in G=[G;G,G;] there results:
Xy =FA G+ Gowi +Gagy
=Cx
25 Yis Gy

‘With a unit matrix I, the calculation of the z-transmission
functions takes place with the formula:

[Gr_vr@Gra (Z)GQF(Z)]=C(ZI_F)71[Q1Q2Q3]
30
From this, a differential equation can be derived for the

inside temperature y=T_int=T,z ¢ rs

Yir2=((11 oo Werat(frofor~foof 1)y it

35
it 1t (12801 For 1 M 81 oW k1 H (128002281 Wit 813Gk aa t

(f12825-f22813)4x

Assuming a constant extraneous heat q and the abbrevia-
tions

Pi=(fi1+/22)
Po=(fi2fa1~20of11)
P3=811
Pa=(f1282122811)
Ps=Li12
Ps=(f12820>:815)

P7=8139+(f1282322815)9
And the displacement of the differential equation by one
time step, from the above differential equation for the inside
temperature there is obtained:

40

45

50

Vi1 =PV st P2V g1 YD AP a1 +PsW it PeWy_11P7

A block diagram with the individual transmission func-
tions is shown in FIG. 8.

The parameters of the differential equation can be deter-
mined in three different ways. In the first case parameters are
used which were identified by off-line parameter estimation.
The second way allows the input of the physical values of
the 2¢ order room model, which is used in the controller.
From this the continuous structural room model is created,
then made discrete, and lastly the three discrete transmission
functions (first, second and third input to output) deter-
mined. In the third case, the time constants and amplification
factors from the transmission behaviour can be input on the
one hand from the outside temperature to the inside tem-
perature and on the other hand from the flow temperature to

[
h
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the inside temperature (for example, determined by measur-
ing step responses of the room model). All three possibilities
produce the system parameters p; (i=1,2, . . . ,7) of the
controller model for the sampling time T_ sim.

Sampling Time Change

In order that the controller can continue computing in the
second part of the time horizon (see above) with the step
width Ts, in the last section of the function, the parameter
with the sampling time Ts is determined from that with
sampling time T_sim. The resulting parameters are stored
as further p; (i=1,2, . . . ,7).

It has already been explained with reference to FIG. 4
how the time horizon is advantageously made discrete,
namely with the sampling time T__sim for the first nl steps
and with Ts (=4*T _sim) for the last n-n1 steps. For the first
steps, naturally the differential equation for the sampling
time T_sim is used, and for the last steps the differential
equation for the sampling time Ts. The way in which the
parameters for the differential equation can be obtained for
the new sampling time Ts with a 2/ order system with actual
poles will be indicated hereinafter. The nl+1-th step is a
special case. The way in which this transition parameter is
determined will also be described.

For sampling time conversion from T_sim to Ts, firstly
the continuous 2 order transmission function correspond-
ing to the differential equation is started from, as the
differential equation can, according to FIG. 8, be considered
in the form of three transmission equations with the same
denominator.

This is split into nominal fractions according to the
formula below, wherein a and b are real numbers (real
poles).

bis+ by a
Gls)=————=kj—— +ko

s2+aps+ag s+a s+b

The transmission function

G(s)l -7
5

(the second factor is the holding/sampling member, that is to
say zero order hold) is now transformed by Z (see Acker-
mann [5] p. 376).

(1-eT) o (1-e’Ty o
G =k —————(1 - +hy———————— (1 - =
=k (z—l)(z—E’“T)( @ - 1)(2—@*”)( @)
1- efaT 1 _ebe
L —emaT T b

The discrete transmission function from the parameters pi
(i=1, . .. ,4) of the differential equation can easily be formed.
Afterwards, splitting into nominal fractions again takes
place.

Ga2) p3z+ pa p3i+pa A N B
() = = =L
Z2-piz—-p2 (-2)2-2) -2 -2

LN PL+4D2

2

AR =

_ P31t pa
L —22

A
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-continued
_ P+ ps
L2—-21

B

For the same sampling times T, G,(z)=G.(z) now applies.
For the faster pulse with the sampling time T_sim, the
parameters are known, consequently a, b, k; and k, (these
are independent of the sampling time, as they are continuous
parameters) are determined. The new parameters can now be
determined from the same equation for the slower pulse with
sampling time Ts. As overall 3 transmission functions exist
for the three inputs, this process must be carried out three
times.

The parameters of the transition step shown in FIG. 7
from smaller to four-times larger sampling times can be
obtained by step-wise changing of the “old” differential
equations into transitional differential equations, as is shown
hereinbelow. As an example of numbers, larger step widths
are changed over to after five hours. Of the following four
equations, the first three are therefore changed stepwise into
the last one. The differential equations are written out here
for the temperature difference between the inside tempera-
ture and the desired comfort temperature, as will be used
later for optimising.

Y525~ comforeP1 Os-T, Comfort) 02475~ comfort) +PststP M 75T
PsWstPsWa 751D 7+Tcomfurt(p1+p2_ 1

yss5—T, comfor),‘:Pl(yS.ZS_ comfort)+P 2(vs—T, cumfort)+P3”5.zs+P4”5+
DPsWs o5tPsWs+p 7+Tcomfurt(p1+p2_1)

V595~ T comporeP1 (Vs.s_Tcomfor:)"'Pz(ys.zs _Tcomfort)+p3u5.5+p4u5.25+
P5W5.5+P5W5.5+P7+Tcomfon(P1+P2_1)

Y6~ comfor=P 1(5.75- T, Comfort) +po(vss—T, cumfort)+p3u5.75+p4u5.5+
pSWS.75+p6w5.5+P7+Tcomfon‘(p1+p2_1)

In this way ys—T_,,.z. can be represented with (ys-—
Tepmpors)s Us and u, 75 This is achieved as described, by
step-wise changing of the differential equations for (ys -5

_.Tcomfort)> (YS.S_Tcomfort) and (YS.25_Tcomf:ort) in the cqua-
tion for (y4=T,,r.)- The result obtained is

Y6~ T, comfon=[P143"'3P o 15T, comfurt)+[P13P2+2P 102175
T comfurt)+[p1 Py

210205+ (Ps+p) P 414D+ D st P pat 20 1pop Ty 55 H s s+
2pipaps+

(PstPs) (P12+P1+P2+1)]W5 +[p1 Pe+2p10opsIWa 15+ P+ P+ 2pap o+
p1+p2+1]{P7+Tcomfort(pl+p2_1)}

The resulting set of equations for the number example
described above is now as follows: 20 equations for each
quarter of an hour for the time points 0.25 h to 5 h with the
original parameters (for the faster pulse), a transition equa-
tion (see last equation) for the 6 h time point with transition
parameters derived from the original parameters and equa-
tions for each hour for the 7 h to time horizon time points
with the parameters obtained from the sampling time change
process.

Identification

The seven parameters of the differential equation are
estimated by a recursive least squares method. In FIG. 2 the
parameter estimate is separated on the uppermost plane as a
separate RLS module. Input signals of the adaptive module
13 are all measured inputs and outputs of the process,
namely the flow temperature T _VRL, the external tempera-
ture T__ext and the inside temperature T__int. The estimated
parameter vector 0, the forgetting factor ) and the norm of
the covariant matrix P are output. The parameters are
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estimated from the start, their use from the start is,
nevertheless, not useful. Thus, the exact time according to
which the estimated parameters should find application, is
output via a switch.

The adaptive module 13 is provided with the new struc-
ture Y, =[Y;_1 Vi U1 Utz Wiy Wy_, 1]7 which now carries
out the recursive parameter estimation with the forgetting
factor (algorithm, see Ljung [3], p. 307)

Peag, (ve— @76,
Qk :Qk,l 4 7/(( Ty =k 1)

A+l Poion
P TP
Py = £ P2 - 71(72%71%71 -
A A+ f/ilp"’szfl
[Pyl

A= Amin + (1 — Amin)

Pruax

A bounded gain forgetting method is used to prevent the
matrix P being unbounded, as the matrix P can have unlim-
ited amplification if the condition of persistent excitation is
not satisfied. With this bounded gain forgetting method, the
behaviour of the forgetting factor A is controlled by the two
adjusting parameters h,,;, and P, .. If the Frobenius norm

1Al Erobenins =

of the matrix P, which can be interpreted as the covariant
matrix X(t+1]t) of the estimation error, increases compared
to P, the estimation error is also larger, and A convergent
with respect to 1, so old structures are no longer “forgotten”.
If the excitation is greater again—the condition of persis-
tence thus satisfied—and the parameters converge, P
decreases and L converges towards the lower limit &, .

Monitor

As with the estimation of parameters, a monitor for the
inside temperature is naturally only one option, if said inside
temperature is to be measured. In this case, the special
feature of this monitor is its use as a filter of the known
inside temperature and not for estimating an unknown value.
The model of the monitor also does not exactly correspond
with the room model previously derived, as the current
inside temperature and the inside temperature on time step
carlier are selected as structures which both find application
in optimisation. This new model is produced without diffi-
culty from the differential equation, as can be seen in the
following:

Differential equation:
Vi1 =PV it DY k-1 TP 3U gt Palty 1 ¥DsW it DsWi_107

Monitor structure:

2]
T e
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Monitor system equations:

Uy
U1
A_P1P2A+P3P4P5P6P7W
Tl g T 0 0 0 o ™
A B M-l
1

=11 0]%,

c

With reference to the sketches for the monitor
hereinbelow, the monitor equation can be produced. The
pole of the entire monitor system can then be pre-determined
with the monitor controller matrix H.

2k+1 = [A—HC]Z,( + Buy + Hy,

[Pl -h p2 ]A [Ps pPs Ps Ps P71
= X, +
1-h O o 0o 0 0 0

Two types of pole input are described below: as the first,
the method of pole input, which takes into account the
original system, and as the second method the input of the
time constants.

The pole displacement factor x determines by how much
the two (real) poles of the differential equation (intrinsic
value of A) in the complex planes in the continuous instance
are displaced to the left or—in the corresponding discrete
instance—by how much the poles of the differential equa-
tion are displaced with respect to the origin.

In order to reduce the time constants of the system with
the dynamic matrix A-HC x-times with respect to the time
constants of the system with the dynamic matrix A, in the
discrete instance, the poles of A—-HC must be selected as
equal to the poles of A raised by the power of x.

Intrinsic values of A are:

Pty pl+4p

Al =
12 P

Intrinsic values of A-HC are:
Arp=(Ap)®

The determining equation of the intrinsic values of A-HC is:
A+ =p)A-p,(1-h;)=0

The coefficient comparison with A,—(A;+A)A+A;A,=0
now allows h; and h, to be determined according to the
formula below:

hy=p1 = (AL +A2)

ALA
By=1+2122
P2

Direct input of the (continuous) time constants T, of the
monitor system is also possible. The poles of the discrete
system are consequently
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1
A = eXP(— T Txim}
kont

T _sim represents the sampling time of the discrete sys-
tem. By coefficient comparison with the pole determining
equation of the monitor system, analogous formulae for h,
and h, are now produced, as described hereinabove.

Flow Temperature Control Loop with Possible Advance
Control

To the flow temperature calculated by the optimiser 14
there is here made available a standard flow temperature
control loop as reference value.

If the power output of the heating in the room is not linear
in the temperature difference, it is assumed that the static,
non-linear characteristic line of the heating is parametised
with a parameter vector par.

Pr=Ft{Tvres Tine> DAE)
=T s8re

can be made linear by means of an added inverse charac-
teristic line with which the flow temperature reference value
is changed such that the non-linear function can be com-
pensated for (control in advance). This is done in that the
inside temperature is replaced by its reference value T _int

10

15

20

25
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As the room temperature is already adjusted by means of the
restrictions, only the future flow temperatures T VRL_ pred
are weighted, which correspond to the last n elements of the
optimising structure. Because of the different lengths of the
time intervals within the time horizon, the flow temperatures
are also to be weighted correspondingly (energy costs
remain the same).

Example: At the end of the time horizon, four-times larger
time intervals

f= 0000 --- 00 111 e 444)”

keine Gewichtung
der Innentemperaturen

The following equality conditions and inequality condi-

tions designated a) to c) must also be taken into account:

a) n equations for the future inside temperatures by
application of the model-based forward calculation

nl equations with small time steps:

Y1 =PuYo+ Pary-1 + Parto + parthy + psiwo + perw-1 + p71

Y2 = puyL+ payo+ psriy + parbo + psiwy + peiwo + Priyni

= PuYni-1 F P21Yni-2 + P31Uni-1 + Parlbyj-2 + P51Wai-1 + P61Wni-2 + P71

Yni = .-

soll, the power P_ H by the power P__H soll calculated by
the optimiser, and the above equation solved according to
T_VRL and T_ VRL replaced by T VRL_ soll:

_f -1
Tyre sorrts " Prer_sorrTine_sorr PAT)

If the optimiser calculates the required power, this can be
used directly for P__H__soll. When the optimiser delivers the
flow temperature reference value, P H_ soll must be cal-
culated in addition. The required parameter values par can
be determined from specification data.

Optimising

Over the time horizon, the control vector sequence—that
is to say future flow temperatures or powers—is optimised
taking into account the model equations and restrictions. The
optimising is here only set out with the flow temperature, but
can also be carried out with the power.

Solution with Linear Programming (LP Instance)

The following performance index should be minimised in

the LP instance:

y;: inside temperature at time point i
u;: flow temperature at time point i

I
Z Sittizgne1)

i=n+1

J(u) = Zn] fiyi+
i=1

40
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1 equation for the transition step
Yn1415P10Yr1 TP20Y n1 1 P30 n1 YP a0t n1 1 ¥ P50Wn1tPsaWn1 1P 70
n-nl-1 equations with large time steps

Yn1427P12Yn1—11P22V n1 ¥ P30 141 P42 1 ¥P5oWn 111t P62Wn1 TP 72

Yn=P12Yn1+ P22V n2tP30Up 1 Past 2¥Pso Wy 1P Wn2HP72
b) 2n inequalities for flow temperature restrictions

u_y~dT_VRL 4, <ttq<ti_y+dT_VRL,,

ug=dT_VRL 4,,,,<tt; <up+dT_VRL,,

w,—dT_VRL,, . <u2<u1+dT7VRLuF

t,_o~dT_VRL 4, <tt,_ <, >+dT_VRL,,

The above inequalities produce n inequalities for flow
temperature increase restriction and n inequalities for flow
temperature decrease restriction—that is to say correspond-
ing inequalities for each time point of the advance calcula-
tion. The increase restriction is dTﬁVRLup and the decrease
restriction is dT__VRL,,...

¢) 3n restrictions of the optimising structure
Restriction of the inside temperature during occupancy:

yi>T,

cormfort
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Restriction of the inside temperature during non-occupancy:
V> T nin

The above restrictions produce n inequalities.
Restriction of the flow temperature:

Yo<tg<T _VRL, . v 21 u,<T_VRL, . ...V, 1<, <T_VRL, ..

The above restrictions produce 2n inequalities.
Solution with Quadratic Programming (OP Instance)

For the scalar instance, the following performance crite-
rion to be minimised during occupancy is produced:

1/2(Tint_Tcomfort)q(Tint_Tcomfort))+1/2TVRLr2TVRL+r1TVRL

The penalty factors q, r1 and r2 are part of the comfort
control and are to be selected such that the desired compro-
mise between heat energy consumption and comfort is
maintained.

Solution Algorithm

Optimising can be solved with the aid of the active set
method which also known by the name of projection method
(see Gill [7], [8], Luenberger [9] p. 247 ff, overview see [6],
or with a simplex algorithm (see press [10]).

Here, the algorithm for the linear programming instance
is written in coarse characters. This can be represented as
follows:

Optimising problem:

minimise g(x) = ng
xeR? -

A£=Qz 1=1’ 2 neqcsrr

< =
Ai:él l_neqcstr+1) SRR (e
vib=x=vub

The algorithm useable for optimising is advantageously
divided into the following main steps:
PHASE I: Finding a point which satisfies the criteria
1. Normalise f, b and lines of A
2. Write bounds vlb and vub as equalities and inequalities
(extension of A)
3. Deal with the equations (function eqnsolv):

seek linear dependency under the n eq., equations,

accordingly delete equations

solve the (in our case not determined) equation system=>

X
QR splitting of the active set matrix A,”=>zero space
Z=Q(:’ neqstr+1’nvars)

4. Finding a start point for the iteration:

If the criteria for x are not satisfied, a start procedure (see
also [6], pages 2-30) is carried out, which minimises an
artificial variable y.

5. If the search was successful, the search direction
SD=-Z7'f is determined (steepest descent). This has the
direction of the negative gradients of the function q to be
minimised (in the LP instance—f) projected towards the
Zero space.

PHASE II: Main routine, discovery of the optimum point

1. Find the distance d in the search direction SD possible
until the first criterion is not satisfied. If two criteria are
blocked at the same distance, the criterion which has the
smaller index is taken into the active set (Bland’s rule for
anti-cycling; see [6]).

2. If no criterion exists in the search direction=>solution is
unrestricted.

3. Dating of x: x=x+dSD and dating of the active set A,.
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4. Calculate Lagrange multipliers L. If =0, the optimum
solution has been found, and the algorithm terminates
here, otherwise if d>0 remove the criterion which has the
most negative Lagrange multiplier from the active set, if
d=0, use Bland’s rule for anti-cycling, and delete the
criterion with the smallest index.

5. Continue from point 1.

Weather Forecast
The weather forecast is the part of the overall controller

which is best dealt with separately. It has been shown that,

for example, for the outside temperature forecast, if only one
external temperature sensor is present, a method is sufficient
which deals with the current measured value and the mea-
sured value 24 hours before the time point to be estimated.

Preparation of the Control Method
Preparation of the adjustment parameters and initial cri-

teria for the room model and the controller, user and weather

data.

Implementation of the Control Method

1. The controller reads-in the current weather data, the inside
temperature, the flow temperature and the discrete time.

2. The weather forecast is implemented. A forecast profile of
the length of the time horizon results.

3. A monitor can be used for inside temperature filtering.

4. The room occupancy is calculated in advance over the
time horizon.

5. The parameters of the room model of the controller are
estimated with an RLS-BGF method.

6. If the model parameters are estimated, the associated
parameters for the slower pulse must be determined.

7. The optimum flow temperature profile is calculated b an
LP or QP algorithm, from which a first value is estab-
lished.

8. Dating of the data stored in the interim.

9. Switching of the pump, recording of the desired data.

Information with Respect to the Means Necessary for Imple-

mentation
It is obvious that the predictive controller 1 is advanta-

geously provided with at least one processor or microcom-
puter and memory modules for storing programmes and
data. Because the predictive controller 1 is provided with at
least

a first data store, in which rules based on a lincar
consumer model for calculating process values are
stored,

a second data store in which rules for restrictions to be
observed or limit values for process values and values
derived from process values are stored, and

means for repeatable optimising of the energy consump-
tion or the energy costs with the aid of linear
programming,
and is configured such that the optimising can be done over
a sliding time horizon, the advantages of the invention
described can be obtained.

In a variation of the invention, instead of the means for
repeatable optimising of the energy consumption or of the
energy costs with the aid of linear programming, the con-
troller 1 is provided with means for repeatable optimising of
process values and of values derived from process values,
and of the energy consumption or the energy costs with the
aid of quadratic programming.

List of literature to which reference is made in the
description
[3] System identification

Theory for the user Lennart Ljung Prentice-Hall 1987
ISBN 0-13-881640-9
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Andrew Grace The Maths Works 1996
[ 7] Procedures for Optimization Problems with a Mixture of
Bounds and General Linear Constraints

P. E. Gill, W. Murray, M. A. Saunders and M. H. Wright
ACM Trans. Math. Software, Vol. 0, pp. 282-298, 1984
[8] Numerical Linear Algebra and Optimization, Vol. 1
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We claim:

1. Predictive apparatus for controlling or regulating sup-

ply values, wherein the apparatus is provided with:

a first data store, in which rules, based on a linear
consumer model, for calculating supply values are
stored,

a second data store, in which the rules for restrictions or
limit values to be observed for supply values and values
derived from process values are stored, and

means for repeatable optimizing of energy consumption
or of energy costs of the supply values with the aid of
linear or quadratic programming,

wherein the means is configured such that the optimizing
can be carried out over a sliding time horizon taking
into account the rules stored in the first and the second
data store.

2. Apparatus according to claim 1, wherein the consumer
model is a room model and the rules for calculating indoor
climate control values as room or wall temperature occur-
ring in the room model are embodied by means of a system
of equations, and wherein at least one equation is assigned
to a discrete time point of the time horizon.

3. Apparatus according to claim 2, wherein restrictions for
the indoor climate control values describing comfort are
embodied by a system of inequalities, and wherein at least
one inequality is assigned to a discrete time point of the time
horizon.

4. Apparatus according to claim 3, wherein limit values
for the restrictions are dependent upon an expected room
occupancy.

5. Apparatus according to claim 1, wherein restrictions for
energy carrier temperature process values or of power avail-
able are embodied by a system of inequalities, and wherein
several inequalities are assigned to a discrete time point of
the time horizon.

6. Apparatus according to claim 1, wherein restrictions for
changing flow temperature process value are embodied by a
system of inequalities, and wherein several inequalities are
assigned to a discrete time point of the time horizon.

7. Apparatus according to claim 1, wherein the time
horizon for optimizing is divided into at least two time
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ranges, and wherein sequential discrete time points in a first
time range are closer to one another than in a second time
range.

8. Apparatus according to claim 7, wherein a gap between
the sequential discrete time points of the second time range
is a multiple of a gap between the sequential discrete time
points of the first time range.

9. Apparatus according to claim 1, wherein the apparatus
is configured such that parameters of the consumer model
can be independently adaptively changed.

10. Apparatus according to claim 9, wherein the apparatus
is configured such that parameters of the consumer model
can be estimated by a recursive least-squares method with
so-called bounded gain forgetting.

11. Apparatus according to claim 1, wherein the apparatus
is configured such that indoor climate control values or
process values are measured and the measured values can be
used for optimizing.

12. Apparatus according to claim 11, further comprising a
filter by means of which a measured indoor climate control
value or measured process value can be transformed before
being returned to a data input of the apparatus.

13. Apparatus according to claim 12, wherein the filter is
a structure estimator.

14. Apparatus according to claim 13, wherein the filter is
a Kalman filter.

15. Apparatus according to claim 1, wherein the apparatus
is configured such that estimated development over time of
disturbance values affecting the process, such as, for
example, outside temperature or incoming solar radiation,
are calculated in advance over the time horizon of the
optimizing, and are taken into account in the optimizing.

16. Apparatus according to claim 15, wherein the appa-
ratus is configured such that the development over time of a
disturbance value affecting the process can be estimated by
means of a weather model.

17. Apparatus according to claim 16, wherein the appa-
ratus is configured such that parameters of the weather
model can be automatically adaptively changed.

18. Apparatus according to claim 1, wherein the apparatus
is configured such that static non-linearities of a power
output system can be reduced by means of a non-linear
function unit.

19. Apparatus according to claim 1, further comprising

a building with at least one room orientated substantially
south and one substantially north, with a heating
circuit, with a reference room orientated towards the
north with a room temperature sensor,

wherein the connection between heating power required
in the reference room and flow temperature required is
given by an equation which calculates the heating
power at constant mass flow through the heating circuit
of the reference room proportional to a temperature
differential between the flow temperature and the ref-
erence room temperature.
20. Apparatus according to claim 19, wherein a room not
used as the reference room is provided with a thermostatic
valve.
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